**Section 7.1 - What is a Sampling Distribution?** (pp. 416-432)

**1. Parameters and Statistics**

**Collect data** from a representative **Sample**...

**Population**

Make an **Inference** about the **Population**.

***Parameter*** - a number that describes some characteristic of the *population*. In statistical practice, the value of a parameter is usually not known because we cannot examine the entire population.

***Statistic*** - a number that describes some characteristic of a *sample*. The value of a statistic can be computed directly from the sample data. We often use statistics to estimate an unknown parameter.

***It is essential from this point on that we always distinguish parameters and statistics (p=P, s=S)***. For example, μ is the population mean so it is a parameter while $\overbar{x}$ is a statistic because it is the sample mean. For proportions, $p$ is the population proportion (a parameter) while $\hat{p}$ is the sample proportion (a statistic).

**Example** - A pediatrician wants to know the 75th percentile for the distribution of heights of 10-year-old boys, so she takes a sample of 50 patients and calculates Q3 = 56 inches.

What is the population?

What is the parameter?

What is the sample?

What is the statistic?

**2. Sampling Variability** - As we saw in the hyena problem, the various samples for any given population produced different sample proportions. This basic fact is called **sampling variability**.

**Example** - In an experiment dealing with hyenas where the proportion of male hyenas was studied, the researchers:

* Took repeated samples from the same population,
* Calculated the sample proportion $\hat{p}$ for each sample,
* Made a graph of the values of the statistic,
* Examined the distribution displayed in the graph for shape, center, and spread, as well as outliers and other deviations.

Suppose one group in the hyena experiment took 35 samples of size 20 and their results are shown in the dotplot below.


 ***Shape:***

***Center:***

***Spread:***

***Outliers:***

Of course this group only took 35 different simple random samples of 20 hyenas. There are many, many possible SRSs of size 20 from a population of 100. If we took every one of those samples, calculated $\hat{p}$ for each, and graphed all those $\hat{p}$-values, we would have a ***sampling distribution***.

***Sampling Distribution*** - the sampling distribution of a statistic is the distribution of values taken by the statistic in all possible samples of the same size from the same population.

The sampling distribution is an ideal pattern that would emerge if we looked at *all* possible samples from a given population.

**Population Distributions vs. Sampling Distributions**

Using an example where an equal number of blue and red chips are in a bag of 200 chips.

|  |  |
| --- | --- |
| F7.03.jpg | There are actually *three* different distributions involved when we sample repeatedly and measure a variable of interest:(1) The **population distribution**(2) The **distributions of sample data**(3) The **sampling distribution** |

It is imperative that you can keep these three distributions straight. The population distribution and the distributions of sample data describe *individuals*. The sampling distribution describes how a statistic varies in many samples from the population.

**Check Your Understanding** -

Mars, Inc says orange M&M’s make up 20% of Milk Chocolate M&M’s. If we take repeated random samples of 50 candies, which of these graphs would represent the sampling distribution for the proportion of orange M&Ms?



**3. Describing Sampling Distributions**

***a. Center: Biased and unbiased estimators***

|  |  |
| --- | --- |
| F7.UN02.jpg | How well does the sample proportion of hyenas estimate the population proportion of hyenas? The dotplot shows the approximate sampling distribution of $\hat{p}$ . We noted earlier that the center of this distribution is very close to 0.5, the parameter value. In fact, if we took all possible samples of 20 hyenas from the population, calculated $\hat{p}$ for each sample, and then found the mean of those $\hat{p}$-values, we would get exactly 0.5. For this reason, we say $\hat{p}$ is an **unbiased estimator** of *p*. |

***Unbiased Estimator*** - A statistic used to estimate a parameter is an **unbiased estimator** if the mean of its sampling distribution is equal to the true value of the parameter being estimated.

***Biased Estimator*** - A statistic used to estimate a parameter is a **biased estimator** if the mean of its sampling distribution *not* equal to the true value of the parameter being estimated.

***b. Spread: Low variability is better!*** *-* To get a trustworthy estimate of an unknown population parameter, start by using a statistic that is an unbiased estimator. This ensures that you do not get an over or underestimate. However, this does not guarantee that the value of the statistic from your sample will be close to the actual parameter value.

The key to success is larger samples. The size of the random sample drives the variability of the sampling distribution. The variability is not a function of the size of the population.

|  |
| --- |
| **Variability of a Statistic**The **variability of a statistic** is described by the spread of its sampling distribution. This spread is determined primarily by the *size of the random sample*. Larger samples give smaller spread. The spread of the sampling distribution does not depend on the size of the population, **as long as the population is 10 times larger than the sample** (10% rule). |

**Check Your Understanding** - Complete CYU on p. 426.

The interval between eruptions of Old Faithful has a median of 75 minutes. Students took a random sample of 20 eruptions during one month and found the median of the sample was 72 minutes.

1. Is the sample median an unbiased estimator of the population median? Explain your answer.
2. If we took 40 samples instead of 20, what would be the effect on the spread?

***c. Bias, variability and shape*** - The true value of a population parameter can be thought of as the bull’s eye on a target and the sample statistic as the bullet fired at the target. Both bias and variability describe what happens when we take many shots at the target.

|  |  |
| --- | --- |
| F7.08.jpg | *Bias* means our aim is off and we consistently miss the bull’s eye in the same direction. Our sample values do not center on the population value.*High variability* means that repeated shots are widely scattered on the target. Repeated samples are not giving very similar results.Notice that low variability can accompany high bias and low or no bias can accompany high variability. Ideally, we would like our estimates to be *accurate* (unbiased) and *precise* (have low variability).***The bottom line is choose a statistic that has low or no bias and minimum variability.*** |